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Abstract : In recent years, with the rapid development of computer vision (CV) technology, semantic
segmentation has shown extensive application potential in practical scenarios such as autonomous
driving, security monitoring, and virtual fitting. In particular, human parsing tasks play a crucial role
in fine—grained understanding. However, current mainstream pre—trained models still face significant
bias challenges when dealing with complex human poses, diverse appearance features, and occlusion
issues. These biases severely affect the models' practical performance in terms of fairness, robustness,
and generalization ability. Traditional bias mitigation methods for human parsing mainly rely on data
augmentation, class reweighting, and boundary optimization. Although these methods improve model
performance to some extent, they struggle to completely overcome systematic errors caused by
factors such as data imbalance and attribute sensitivity. This paper focuses on the research progress
of bias elimination in human parsing tasks within semantic segmentation, systematically reviewing
various mitigation strategies proposed in recent years from the perspectives of data construction,
model design, and training mechanisms. It also analyzes in detail the key technologies and challenges
in occlusion scenarios, boundary processing, and few—shot generalization, aiming to provide
theoretical references and methodological support for the subsequent construction of more robust and
fair human parsing models.
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