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Abstract : Traditional convolutional neural networks consist of a convolution layer, a pooling layer, a flattening
layer, and a fully connected layer. To maintain the original linear structure and reduce overfitting, while
enhancing the model's generalization ability, an L2 penalty is added during the training of the tensor
chain regression network layer. The results of applying this method to three case studies show that,
compared to tensor chain networks without the penalty term, the model with the penalty term performs
better in terms of mean squared error (MSE) on the test set, improving its robustness. Finally, we
applied the model to predict from chest cancer CT scans, and the breast cancer model demonstrated
rapid training speed.

Keywords : machine learning; tensor neural network; tensor TT decomposition; convolutional neural network;
medical image processing
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