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一、引言

随着信息技术的飞速发展和互联网医疗的普及，医疗问答系

统作为连接患者与医疗专业知识的桥梁，其重要性日益凸显。传

统的医疗咨询方式受限于时间、地点和专家资源，难以满足广大

患者的即时需求。而医疗问答系统通过自然语言处理技术，能够

24小时不间断地为用户提供准确、可靠的医疗信息，有效缓解了

医疗资源紧张的问题。

ChatGLM3-6B[1]作为新一代的大型语言模型，具备强大的语

言理解和生成能力，为构建高性能的医疗问答系统提供了坚实的

基础。然而，直接将通用领域的 ChatGLM3-6B模型应用于医疗

领域，可能会因领域差异而导致回答不够准确或专业。因此，通

过微调技术将 ChatGLM3-6B模型适应于医疗领域，成为提升医

疗问答系统性能的关键 [2]。

近年来，基于深度学习的自然语言处理技术在医疗领域取得

了显著进展 [2-5]。许多研究致力于将大型语言模型应用于医疗问答

系统，以提高系统的专业性和准确性。然而，目前的研究多集中

在特定疾病或症状的问答上，缺乏全面的医疗知识覆盖和高效的

模型微调方法。此外，如何在保证模型性能的同时，减少计算资

源消耗和避免知识遗忘，也是当前研究面临的重要挑战。

本 文 的 研 究 贡 献 主 要 有： 采 用 低 秩 适 应（Low-Rank 

Adaptation, Lora）微调技术 [6]，利用 huatuo26M[7]数据作为训练

集，对 ChatGLM3-6B模型进行医疗领域的适应性训练，提高模

型在医疗问答任务中的专业性和准确性，以及对话流畅性。
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二、ChatGLM3-6B模型与微调技术

ChatGLM3-6B是基于 Transformer结构开发的一种大型语

言模型，拥有60亿参数，具备强大的文本生成和理解能力。该

模型在多个自然语言处理任务中表现出色，如文本分类、情感分

析、问答系统等。

微调是一种将预训练的大型语言模型适应于特定任务或领域

的技术。通过在预训练模型的基础上，使用特定领域的数据进行训

练，可以使得模型更好地适应新任务或领域。微调技术可以显著提

高模型在特定任务上的性能，同时减少对新领域数据的依赖。

Lora微调是一种轻量级的微调方法，它通过向预训练模型中

添加低秩矩阵来实现参数的更新。这种方法可以在不改变模型主

体结构的情况下，实现模型的快速适应，同时减少计算资源的消

耗。另一种常用的微调技术是 Freeze微调，在训练过程中，它固

定模型的大部分参数不变，只对部分参数进行微调，保持模型的

稳定性。Lora微调相比 Freeze微调，以低秩分解减少参数，提升

训练效率与灵活性，同时保持模型性能，减少显存占用，不增加

推理延迟。因此，选择用 Lora微调展开实验。

三、医疗问答系统的构建

（一）数据来源

医疗问答系统需要大量的数据来训练模型，使其能够理解用户

提出的问题，并给出准确的答案。通过收集医疗问答数据，可以为
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用户提供更准确、更及时的医疗健康信息。这有助于改善用户的体

验，提高用户对问答系统的满意度，提升系统效果和性能。为此，

本次实验所用的数据集是在 Hugging Face网站的 huatuo26M数据

集。Huatuo-26M是一个大规模的医疗问答数据集，以中国古代伟

大的医生华佗命名，含有超过2600万个问答对，是目前最大的中

文医疗问答数据集。其中，训练集和测试集的比例为9：1。数据

来源包括医疗问答网站、健康论坛、医学资讯网站等多种渠道。这

些数据来源覆盖了各种医疗健康问题，涵盖了疾病、症状、诊断、

治疗方法、用药指导等多个方面的话题。

训练前先要对数据进行预处理，包括数据清洗、分词与去除

停用词、数据转换等操作，保证数据集转换成训练所需的格式。

（二）ChatGLM3-6B模型微调策略

ChatGLM3-6B模型的微调策略主要涉及针对特定任务或数据

集对预训练模型进行调整，以便更好地适应新的应用场景。微调过

程通常包括准备相关数据集、选择合适的优化器和学习率，以及进

行多轮训练等步骤。在微调过程中，需要密切关注模型的性能变

化，及时调整参数以获得最佳效果。Lora微调的实施细节如下：

（1）确定微调目标：首先明确微调的具体目标，例如提高模

型的准确性、降低计算成本或优化特定任务的性能。

（2）数据准备：收集并整理用于微调的数据集。这些数据应

该与微调目标密切相关，并具备足够的多样性和代表性。

（3）模型加载：加载预训练的 ChatGLM3-6B模型作为微调

的基础。

（4）Lora层引入：在模型中引入额外的 Lora层。这些层通

常具有较少的参数，但能够有效地捕获任务相关的特征。

（5）模型训练：使用准备好的数据集对模型进行训练，并通

过调整学习率、优化器等参数来优化训练过程。模型的损失函数

选择交叉熵损失函数。具体公式见式1。

	 � (1)

其中：表示样本 i的标签，正类为1，负类为0；表示样本 i预

测为正的概率。

四、实验

在本次实验的微调训练工作中，软件和硬件需求不算高。关

键的配件 GPU，选用了型号为 RTX 4090(24G)，算是轻量级配

置。具体配置信息如表1所示。

表1 模型微调服务器规格

软硬件 配置信息

软件 PyTorch 2.0.0；Python 3.8(ubuntu20.04)；Cuda 11.8

GPU RTX 4090(24GB)

CPU 12 vCPU Intel(R) Xeon(R) Platinum 8352v CPU @2.10GHz

内存 90GB

硬盘 系统盘：30GB； 数据盘：50GB

实验采用 LLaMA Factory作为 LLM微调工具，该工具支持

多种 LLM模型与微调策略，集成前沿方法，并面向非专业人员提

供 WebUI操作界面。实验前，下载并配置 LLaMA Factory，随

后导入数据集，并获取 ChatGLM3模型及其依赖。利用 AutoDL

平台的网页微调功能，根据平台要求调整了 LLaMA Factory的端

口设置，以访问微调界面。在界面中，选择了 Lora微调策略，设

置训练参数，启动训练流程。训练完成后，通过加载模型，并在

系统界面进行测试提问，验证模型效果。最后，成功导出微调模

型至本地，以供后续评估与应用。

针对此次模型微调训练的结果，提出“饮酒以后可以服用西

地那非吗”的问题，根据 ChatGLM3-6B微调前后的回复进行对

比，如表2所示，二者的回复的篇幅差不多，原始的 ChatGLM的

回复还有明显的错误，西地那非的英文名是 Sildenafil，而不是

Cialis（Cialis是另一种壮阳药他达那非的英文名称）。而微调之后

的 ChatGLM没有这个幻觉回复。ChatGLM微调之后的回复更接近

人类医生角色的回复，而微调前的回复更像知识的摘抄和罗列。

表2 针对问题“饮酒以后可以服用西地那非吗”ChatGLM3-6B微调前后的

回复

模型 输出

ChatGLM

西地那非（Cialis，亦称伐地那非，Viagra）是一种用于治

疗勃起功能障碍（ED）的药物。癌症治疗和西地那非的使

用需要谨慎评估，因为癌症和其治疗可能对性功能产生影

响，而西地那非可能与其他癌症治疗药物有相互作用，或

者在某些癌症类型中可能不适宜使用。

在考虑是否使用西地那非时，应咨询医生或医疗专业人员，

他们会根据患者的具体情况来决定是否适合使用西地那非：

癌症类型和治疗：某些类型的癌症和治疗（如化疗、放

疗）可能会影响性功能。医生会评估癌症的类型和治疗方

式，以确定是否适合使用西地那非。

药物相互作用：西地那非与其他药物（如某些用于治疗心

脏病的药物、高血压药物、某些抗生素和抗真菌药）可能

有相互作用，影响药物的效果或增加副作用的风险。医生

需要评估患者的整体用药情况。

副作用和安全性：西地那非可能会引起一些副作用，如头

痛、面部潮红、消化不良等。在癌症背景下，可能需要更

加小心地评估这些副作用。

患者的整体状况：患者的整体健康状况、年龄、其他并发

症和偏好也是考虑的因素。

总之，癌症患者是否可以使用西地那非应由医生进行全面评估

后决定。如果医生认为使用西地那非是安全的并且有益的，他

们可能会开具处方。重要的是，患者不应自行服用西地那非或

其他任何药物，而应始终在医生的指导下进行治疗。

微调之后

的 Chat-

GLM

如果您被诊断为癌症患者，应避免使用西地那非（Sildena-

fil）。西地那非是一种 PDE5抑制剂，可能会与某些癌症治

疗方法（如化疗、放疗或激素治疗）相互作用，从而降低癌

症治疗的疗效或增加副作用的风险。此外，一些研究表明

PDE5抑制剂可能促进某些类型癌症（如肺癌、乳腺癌和前

列腺癌）的生长和进展。西地那非还可能增加出血风险，这

对于已经因癌症或其治疗而存在出血风险的患者来说可能是

个问题。关于西地那非在癌症患者中的安全性和功效的研究

有限，长期在此人群中使用该药物的效果尚不清楚。

因此，最重要的是与您的医疗服务提供者和肿瘤科医生讨论

您的治疗选择，以确定在您的情况下最佳的行动方案。他们

可以帮助您权衡不同治疗的潜在益处和风险，包括西地那

非，并推荐对您安全有效的替代药物或治疗方法。请记住，

始终将您的健康放在首位，并遵循医疗专业人员的指导。
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五、总结

本文采用 Lora微调技术， 利用 huatuo26M数据集进行训

练，构建高效、准确的医疗问答系统。经过微调后的医疗问答系

统在准确性方面表现出色，充分证明了微调策略的有效性，为医

疗行业的信息服务提供了强有力的技术支持。这不仅有助于改善

患者的就医体验，还能提高医疗资源的利用效率，对推动医疗服

务的智能化发展具有重要意义。本文不仅验证了大型语言模型在

特定领域微调后的优越性能，还为医疗问答技术的发展提供了有

力支持。进一步地，本文的微调策略和方法论为跨领域智能问答

系统的构建提供了一定的参考，可以推广到更多行业，如教育、

金融等，推进各领域智能问答系统的升级。

本文用于微调训练的数据有限，今后研究可以加大训练数

据，也可以增加如药物数据等，提高问答系统的能力。也可以

尝试更多的微调方法，如监督微调（Supervised Fine-Tuning, 

SFT）、前缀微调（Prefix Tuning）等，以得到更好的效果。
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