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Abstract :

To enhance the professionalism of the ChatGLM3-6B big model in the medical field, this article

adopts Lora fine—tuning technology and utilizes the Huatuo26M dataset to fine tune the ChatGLM3—

6B big model and construct a medical question answering system. The research results show that this

method significantly improves the professionalism, accuracy, and fluency of medical Q&A. This system

demonstrates application value in medical consultation and health guidance, and has the potential to

be promoted to other professional fields for large—scale model fine—tuning.

Keywords :

—
. BIS

WEE (5 A 1 I R R B IR BT (035 12, BT IS &
GE N EREEF SR T UARMRE, HEEEH R ME, £
GRS A A2 BT A ML SRR, DA R
BENRTER, WETNERGEY AREFLOHEEAR, 4
24 /INFEAS ] T A P R AR . TSIV S R, AR T
Ry R SBR[l

ChatGLM3-6B" {EA#HI— AR AT S48, HAGSR KT
HHEAERRETT, AR R R R T [ R G T RS2
Fhl, SR, ELESRAE AU Chat GLM3-6B R J1 157
U, TTRES U ZE T SRR A A L, FEtG,
A H AR Chat GLM3—6B MY IE W By 7 45k, B #e B
YN R GRS

VLAESR, BT R 2EST (0 B ARTE 7 AL I ARAE By AU B
TR T YRR EU TR S AR T BT
A%, VMERAGNT I EREE. 480, HuTieis g
TERRE PR ECIEIR (1 ()5 1, Bl AxTa 10 257 AR e F R
FERUBE vk, IO, WA R R R RIS, D
VRYSAERRE SRS, B/ Y TR S T I Y SRk 2

R SCH B AT T Bk A SR KBRS W (Low—Rank
Adaptation, Lora ) #EEA ™, FIH huatuo26 M FHR/E %
&, W ChatGLM3-6B Y HEAT By 7 MU b R 25, Fi et
R BT IS5 Thi i e Amesnfts, DU

fEEEA: kAR, B, TEHARTARIALHE .

012 | EDUCATIONAL THEORY AND RESEARCH

medical question answering system; ChatGLM model; large model; Lora fine—-tuning

—. ChatGLM3-6B#E 5HiFA

ChatGLM3-6B & 5T Transformer 254 T & 1y —Fh kB iE

FE, JIF60L5H, A&MARSORAERMEMAEES. %
BREZ A BT F AT thaRE it AnsOARsp2E, 1k

M. B RGE

TR e — R T 2 04 L 5 A T 1 T AR (T 45 4
PIEEA . T T Al p Bk L, (o PR e S s g 7l
2, T LME R T G M BT 55 B . AR BRI DL
B ALERFEA TS5 LAOMERE, RIS R U A A A

Lora Bl /& — s i ok, el n Ful sl h
TR IMRRRAE PR SIS E A BT X I AT AFE AR O A
PRESHBIIBBT, SCBUBRL PR S R, (R I B U A
Ko M AR Freeze U, FEYIZdRS, ©E
TEB K SR, HAE S SRR, CRRER
Farg ik, LorafififHIL Freeze fifl, DMEFRRA RS SEL, 27+
WGHCES R, R CORASEIERE, D B, A
HEBRAEIR R, efFE A Lora G ek

=. EffAERGNEE

(—) &iERIE
B M R G i B IR R, (LB IR ]
FEHFIIAE, FRAE RS S TR S AR, AL



FHP SRR . RN B ERE R XA BTGRP R
L, fEm AP AERG R, TR, i,
RIS T IEURISEATE Hugging Face 3571 huatuo26M #if
%o Huatuo—26M ft— MBI B B ARG, DA E A
KMEALE G, SA-E 2600 T MAEN, & HITHRR T
BT R EEEE . Hoh, YIS Ay 9. 1, Hd
SRITOATF BT WG EERGIA . BRI SE 2 FIRE, X
Sk 5 TR R BRI, RS TR . IR, 2T,
VRIT TR SR SR N T IS

YIZEHT SR BB TP B, A AGEE e, 5 2k
ERA . B AR, PRSI A I R T g

( =) ChatGLM3-6B & iE sk

ChatGLM3-6B 18 i 2 s 5 B 1 B R (55 sl
ST A BT, DME SIS N RN 7 5t S
FHEE AR | e S IE It I >) 58, DUt
TERNEELB EAREE S, FEE TR e
1, RRERESEISRAHRERCR . Lora i O SEREAT 41T «

(1) WERGE HAR: EeURAOREMAREAR, Flanddmis
HIFERGPE . BRI BB IR & (55 H I AR

(2) Hulfess . BRI TOON SRS . X LRy
ZSIE BAREEEIAESE, IR RIS RE R,

(3) ANz Nl 25 ChatGLM3-6B A /ER fl
PR

(4) LoraZ25IA: fEBBF S NEAMA Lora )2, X202
WHARDRSEL, (HR A SR S5 AE AL

(5) BOYIZR: (L HER AR SN R TIIZR, i
SR NERESECRIMGI ST R, B AR eR 4L
A R AR R B, HARARK I T,

L= Ly, log(p) +(1-»)-log (1= p))] M
oo, SRR RS, RO, 05 SRR
WA,

. SEIR

FEAIR S ORI R A, AR R SR A RS . R
HERIFLA: GPU, 3 TS RTX 409024G), HARERA
B BARRCEERNR LR,

1 BRI S S

A IR SN
LGS PyTorch 2.0.0; Python 3.8(ubuntu20.04); Cuda 11.8
GPU RTX 4090(24GB)
CPU 12 vCPU Intel(R) Xeon(R) Platinum 8352v CPU @2.10GHz
A 90GB
fif L FGedE: 30GB; #dkEL: 50GB

S2U6 R LLaMA Factory fEN LLMAR TR, % TR #
ZF LLM R SHJE KRS, SRR TiE, IFmmaEL A G

e WebUT/E AL . L8677, T#IFE LLaMA Factory, [
JE SRS, FFIREL Chat GLM3 B HAK . F ] AutoDL
TR TR LIEE, R T- B ZERIMEE T LLaMA Factory (A3
FUscE, DAVTIRG0R PLm . 7ERAE P, 5T Lora Ty siisg, 18
BIIASH, Rahlgont. Gens, EEmsdsd, JEE
ARG AT TRARE, IR RO, o, B S o
AN, DAMYEEE SR

FPRT I RAS TGRSR G5 5, By BRI DUS T DR I P
HOIRAENS” BRI, A EE ChatGLM3—6B (4 5 Y [m] & k7 0t
W, k2R, ZHRMIEENREZEARZ, FIAEK ChatGLM
EVE IR T AR 5, VIR AR A3 S0 44 42 Sildenafil, T A2
Cialis ( Cialis &8 — Pl BHZ A ARIE R P FR ) o T Z IS
) ChatGLM #ATX AN HEE . ChatGLM 42 J5 i a1 5T
NBBEAEMEORIRL, TR RS G AR I 2 5,
F22 BRI OB U AT DU PEHBARAEND " ChatGLM3-6B AR AT/E Y

EEe
i it

PUHBARAE (Cialis, 7RFRRHEIRAE, Viagra) /&—FH TR
TR RERTS (ED) MYZ5H. FiEiRyy Mg sbIREm
FATEELEETEAY, RS E RS T T REXT M S R 5
Wi, TP HAIRAE T A S HA AR T A R B R, B
BER L AT RE AN ELA A
AL A PGB, N R BT £ A,
I T R T BRI AR e il (o Vb IR
FEETURINAYT . FELR e ANAYT (AT . il
57 ) et aE . BRAESTIHGEAENISRAURIRIT Iy
A, DS el & v HRE .
ZIRAENER . VbR S A2 (AN RO
MERGRIZ59) . LY . HEEehiAE SR 2 ) TTEE
BB, SoNaz5 iSO ngEve A R, A
TrETEAL R R 250
BIVERIZe k. POsRdErTae 2 E—2eRmIfEM, sk
I TEFRIAL. WA RS, MRS T, TR
D NOHIPTAEIZLERIE
B IEEACRI . FEE AR AR . AP . HAI R
SERMRE R R Z
M, AR T DA P PSR, BR AR T 22 Al
JERE . WA A PR e e H A%, fth
(ITTRESI T RAL Y . BN, BN BITIR A PEHR-Eak
AR, MNIALAERAENT RS T TR

IR WOIEIERTE , ROERAEH PR (Sildena-
fil) o PUHIARARZ—Ff PDESHIFIF], TRES SHLUMIER
ST Ay | T ERERIRYT ) AR, TR
SERST YT INRITE R B Ak, —Sepfseden]
PDES AT e BERE UMt (Anifiies . FLIRAIRT
Filioe ) HAEATIE R . PUHIRIRE ATREIE N B MK, X

ChatGLM

Wi
z@if_ AT B AT A e B AT R
iy | L TR 2 RIS

AL, IR A % 25 R AN A
Hit, R SENET IS ROLE TR RHELETNE
T, DI GHTIL NEERTE S, ]

AU B SR AN G T OV AERS AL AN, 04T PR
Ik, FHREEN G AR A MEIRT T k. THICE,
IRZRER BB Bz, FRER T AL SRR S

202471013



&5 | EDUCATIONAL RESEARCH

. 2%

AR Lora il £ A, il I huatuo26M # 4 5 2 471
Zx, MR, RIS FE R ST, S MRS A A
GUEEVERRIE T TR €, FEUER T ROR SRS R A R,
FPAT A B S5 HR 08 T 3 IR BOR S R IEAUE B T HGE
BERRERS:, SRR BT RIRAFI R, BT R
SR RBI R F AT R S RSO T R R S A

2R :

BRSO Te R, N BT M BRI R et T F
R, BE— P, ARSI R R T G I U AR R
RGBT —E W%, WLUETRIE 2T, EE .
EREEE, SIS BRI R G

AR TR ZR A B, A 5058 v] DO K I 240
W, WD EdESE, RS RGeS, Tkl
2231 2 B0 U7, S B f0E (Supervised Fine—Tuning,
SET) | B4 (Prefix Tuning) 25, DUEFIEEFHIR,

[11 Du Z, Qian Y, Liu X, et al. GLM:General Language Model Pretraining with Autoregressive Blank Infilling [ ] ]. 2021.DOI:10.18653/v1/2022.acl-long.26.
[20 566, 0] ETHREFS T RS RERaE. HRHUTRSMA, 2022 58(12), 1-10.
[3] EBERE, X3, T BT A AR S AR A . FREREE SRR, (2021). 3(2), 152-160.

(4] 85, BB, KAGEF B BT ORI N T S, TR, 2020.476), 1-8.

(5] 254k, SR PR R AEEORFEBST S RGN . TN HTSE, 2019.36(10), 29256-2930.

[6| HuEJ, Shen Y , Wallis P ,et al.LoRA: Low—Rank Adaptation of Large Language Models [ J].

2021.DOI:10.48550/ar Xiv.2106.09685.

[7] Li Jianquan, Wang Xidong, Wu Xiangbo, et al Huatuo—26M: A large—scale Chinese medical question and answer dataset [ J] ,2023.arXiv.https://arxiv.org/

abs/2305.01526.

014 | EDUCATIONAL THEORY AND RESEARCH



